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Abstract
Speech is the most basic, common and efficiem fof communication method for people to interadghwi
each other. Today, speech technologies are comatigravailable for an unlimited but interesting ganof tasks.
These technologies enable machines to respondctigriend reliably to human voices, and provide ukafd
valuable services. This paper gives an overviewngilementation of speech recognition using Digitagnal
Processor (DSP) and comparison between DSPs used in
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Introduction
Speech recognition is vast and complex concept.

This means to recognise the human speech and kspon
to spoken commands by machines or speech operated
systems. This is more commonly known as automatic

speech recognition (ASR) [4]. The goal of speech
recognition is for a machine to be able to “hear”,
“understand” and "act upon" spoken information.

This paper is organized as follows. Section 2
presents the various methods used in speech réicogni
systems and Section 3 explains digital signal msoes
used in this system. Section 4 explains about wuario
tools used in this system. Finally, the conclusisn
summarized in Section 5 with future work.

Various M ethods used in Speech Recognition

The automated recognition of human speech is
immensely more difficult than speech generatioreegph
recognition is a classic example of things thathbiman
brain does well, but digital computers do poorly. &
general, it can be associated with three diffefeids:
automatic, robust and distant speech recogniticBRD
[3]. The construction of optimal DSR systems musind
on concepts from several fields, including acosstic
signal processing, pattern recognition.

Obtaining the acoustic characteristics of the
speech signal is referred to as Feature Extradtieature
Extraction is used in both training and recognition
phases.

It comprise of the following steps [2]: 1)
Frame Blocking, 2) Windowing, 3) FFT (Fast Fourier
Transform), 4) Mel-Frequency Wrapping, 5) Cepstrum
(Mel Frequency Cepstral Coefficients).

The schematic diagram of the steps is depictedguaré
1.
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Speech signals are processed in short time
intervals. It is divided into frames with sizes gealy
between 30 and 100 milliseconds. Each frame owverlap
its previous frame by a predefined size. The gdahe
overlapping scheme is to smooth the transition from
frame to frame.

The second step is to window all frames. This is
done in order to eliminate discontinuities at thiges of
the frames. If the windowing function is definedve®),
0< n< N-1 where N is the number of samples in each
frame, the resulting signal will be y(n) = x(n)w(n)
Generally hamming windows are used.

The next step is to take Fast Fourier Transform
of each frame. This transformation is a fast way of
Discrete Fourier Transform (DFT) and it changes the
domain from time to frequency.

The Mel-Scale (Melody Scale) filter bank which
characterizes the human ear perceiveness of freguin
is used as a band pass filtering for this stage of
identification. The signals for each frame is pdsse
through Mel-Scale band pass filter to mimic the ham
ear.

As of the final step, each frame is inverse
Fourier transformed to take them back to the time
domain. Instead of using inverse FFT, Discrete @osi
Transform is used as it is more appropriate. Tlerdte
form for a signak(n) is defined as,
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X : original signal,
y : Resulting Discrete Cosine Transformed signal, /
N: number of samples.
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A. Hidden Markov Model (HMM) Observation M

Hidden Markov Model, is doubly stochastic Sequence H H H H H
process with an underlying stochastic processishabt 0, 0, 03 0y 05 0,
observable, but can only be observed through anstite ) )
of stochastic processes that produce sequence of Figure.2 The Markov Generation Model
observed symbols [5]. HMM which provides a highly i i . L .
reliable way for recognizing speech. The systerabie Given that X is _unknown, the reqwred likelihood is
to recognize the speech waveform by translating the COmMPuted by summing over all possible state seqsenc
speech waveform into a set of feature vectors ullab X =x(1),X(2), x(3), e X(t), thatiis,

Frequency Cepstral Coefficients (MFCC) technigye [4 -
Let each spoken word be represented by a sequence POIM) ;ax(o)x(l)!]lbx(t) (02w

of speech vectors or observations O, defined s [6] wherex(0) is constrained to be the model entry state and

0=0,0, ... ' @ , X(T + 1) is constrained to be the model exit statan
where @ is the speech vector observed at time t. The  giemative to above equation, the likelihood cam b

isolated word recognition problem can then be regr approximated by only considering the most likelgtst
as that of computing, sequence, that is,
arg max{P(w; |O)}
1

T
wherew; is thei’th vocabulary word. This probability is POIM)= mfx{ax(o)x(l)!_lzlbx(t)(ot)ax(t)x(“l)}
not computable directly but using Bayes’ Rule gjves
_PO]w)P(w) (a) Training
P(w |O) = W Training Examples
Thus, for a given set of prior probabilitiesal( the most one two three

probable spoken word depends only on the likelihood nooooo | oooo nooooon
P(O|w). Given the dimensionality of the observation
sequence O, the direct estimation of the joint dahl oood 0o0ooo ooooo

probability P(@, 0, .... , [w) from examples of spoken 3 00000 goopoo |(ooooo
words is not practicable.

L

However, if a parametric model of word production Eatimate l I J
such as a Markov model is assumed, then estimation Models
from data is possible since the problem of estingathe M, M. M,
class conditional observation densiti®y® |w;)is ) '
replaced by the much simpler problem of estimathegy (b} Recognition
Markov model parameters.
In HMM based speech recognition, it is assumed ttiet - -
sequence of observed speech vectors corresponaling t Unknown 0= (110000
each word is generated by a Markov model as shown i / & \
Figure 2.

‘ P(OIM,) P(OIM,) P(OIM,) ‘

Choose Max
Figure3 HMMsfor Isolated Word Recognition
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Figure 3 summarises the use of HMMs for isolateddwo

recognition [6].

The main steps to perform the HMM based

speech recognition system as follows [4]:

1. Receiving and digitizing the input speech signal.

2. Extracting features for all input speech signaisgis
MFCC algorithm, and then converting and storing
each signal’s features into a feature vector.

3. Classifying the feature vectors into the phonetic
based categories at each frame using HMM
algorithm.

4. Finally, performing a Viterbi search which is an
algorithm to compute the optimal (most likely) stat
sequence in HMM given a sequence of observed
outputs.

Digital Signal Processors Used
Recognition

The speech recognition can be implemented
using DSP Processor Analog Devices's ADSP2181 [7]
or Texas Instrument’s TMS320C6713 [8].
A. Analog Devices’s ADSP2181
Technical Specification of ADSP2181 are:
1) Processor ADSP2181 16-bit fixed point CORE
operating at 5V, Internal memory DM-16KWords
(16bits), PM- 6KWords(24bits), External memory-DM-
16K Words (16-Bits) PM-16k Words (24-bits), Clock-
24.576MHz, 2)UART-16C550 (19200 Baud rate used) 3)
CODEC-HD44233 4) Power Supply-SMPS 5V, 500mA
with EMI filter.

Wide range of problems in accuracy arise when
common automatic speech recognition systems atextes
under operating conditions like Noise level, Distn
between a speaker and a microphone, different speak
Table | gives the accuracy of the implemented syste
under various conditions [7].

In  Speech

Tablel System accuracy under various conditions
of noise, speakers, microphone distance.
Trai | Test | Speaker Mic. Accuracy

ning | ing Distance %%
L L 95
M M s Less than 85
H | H ame Sem 65
L H 75
L L Different sasidhag
85
Sem
L L Less than
95
Scm
i I Same
More 50
than Scm

L, M, H are the Low, Medium, High levels of noise.
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On the basis of performance analysis carried aut fo
system using ADSP2181 [7], it is concluded that the
accuracy of the system is high when the systemaised
and tested in the silent room, with microphoneatisé
of less than 5cm.

B. Texas Instrument’'s TMS320C6713

Technical Specification of TMS320C6713 [9]
are: 1) Highest-Performance Floating-Point DSP hEig
32-bit Instructions/cycle, 32/64-bit Data Word, 225
200-MHz (GDP), and 200-, 167-MHz (PYP) Clock
Rates, 2) Advanced Very Long Instruction Word
(VLIW), Load-Store Architecture With 32 32-Bit
General-Purpose Registers, 3) 32-Bit External Mgmor
Interface (EMIF), 4) L1/L2 Memory Architecture, 4K-
Byte L1P Program Cache (Direct-Mapped), 4K-Byte
L1D Data Cache (2-Way) 4) Power Supply - 3.3-V |/Os
1.2-V+ Internal (GDP & PYP).

The Speech recognition system explained in
paper [8] used MFCC based approach is also compared
with Cochlear based approach. Table Il reports the
recognition performance of the system for various
combinations of training and testing datasets.

Tablell Recognition accuracy for various combinations of
Training and Testing Datasets [8].

No. of Training
Feature Datasets —
Input | No. of Testing s 10 15 20
Datasets |
5 78.0% | 38.0% | 92.0% .| 61.0%
10 T7.0% | 90.0% | 92:0% | 65.0%
Using 15 :5.5:'4 'F"'J.l.'I:-c- 93.3% 66.{]:6
MECC 32 _-i.s_oa 9] f o 93.?"-? 69.5%
28 3.6% | 89.2% | 93:32%
30 T1.0% | 88.0% B 5
35 71.1% - - -
5 92.0% | 96.0% | 100% | 86.0%
10 94.0% | 97.0% | 98.0% | 82.0%
Using 15 92.7% | 97.3% | 98.7% | 81.3%
: 20 90.5% | 97.0% | 98.0% | 81.5%
Cocklrer 5 §8.0% | 96.8% | 98.0% | -
30 §8.0% | 97.3% - -
A5 89.4% - - -

It is observed from Table Il that the recognition
accuracy for Cochlear based approach is better when
compared with MFCC features for all the combinadion

Table |11 Comparison between the recognition
systems | mplemented [8].

AMFCC Cochlear
Details

Feature Feature
DSP Device TMS320C6713| TMS320C6713
Clock Frequency 125MHZ J25MHZ
Memory Used (in Kilobytes) 511 284
Execution Time (No. of Clock cyeles) 167x10° 345x10°
Recognition Accuracy 93.33% 98.67%
Number of Support Vectors 814 783
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The hardware resources utilized and the
performance of the real-time speech recognitioriesys
for MFCC feature inputs and feature inputs using
Cochlear are reported in Table .

It may be observed from Table V that the
memory required for coding MFCC features is moamnth
that required for Cochlear, whereas the executioe t
with MFCC features is lesser than that of Cochbessed
approach [8].

Various Tools Used In
Speech Recognition System
A. Approach — | : Using Matlab Simulink.

Matlab Simulink provides an exploratory and veafion

tool for both floating-point and fixed-point DSPssgms
and applications [10]. Simulink provides an envireant
where you model your physical system as a block
diagram. You create the block diagram by using asao

to connect blocks and a keyboard to edit block
parameters [11].

Implementation Of

EnEEEEE .

Figure4 Launching Simulink

Stepsto launch and use Simulink :

1. First of all, launch Matlab. Press the Simulinktbat
or write “Simulink” in the command window as
shown in figure 4.

2. You will see the Simulink window.

3. Open a new Simulink window by clicking on the
New button.

4. You will see the blank workspace window.

5. Select a block from Simulink Library Browser and
drag by mouse in blank workspce.

6. Connect the blocks with signals using mouse.

7. Also you can change simulation parameters by
double click on block and Set.

8. Double click on the Scope to view the Simulation
results.

9. In the model window, from the Simulation pull-
down menu, Select Start to run the simulation and
view the output in the Scope window.

10. Save the model by .mdl suffix, from the File pull-
down menu and select Save.
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B. Approach — Il : Using Code Composer Studio.

The Code Composer Studio (CCS) software comes
with the DSP Starter kit (DSK) and is used to dasuwl
programs into DSK [1]. CCS includes tools for code
generation, such as a C compiler, an assembleraand
linker.

The C compiler compiles a C source program with
extension .c to produce an assembly source fildn wit
extension .asm. The assembler assembles an .asoe sou
file to produce a machine language object file with
extension .obj. The linker combines object exedatab
file that can be loaded and run directly on C675PD
CCS or Code Composer studio by Tl is the IDE wealuse
for the Development Environment [12]. The main
features of it are given in figure 5 :

Deslgn Code & bulld Debug Analyze
cheale groject, syntax checking, real-time
°::‘:::“" " wiite souce code, " probe points, debugging,
" configuration file logging, #ic. statistes, iracing
&

I I

Figure5 Features of CCS

Stepsto launch and use Code Composer Studio :
Creation of Project First of all launch

CCsStudio as shown in figure 6. Press File New

Project. Then give Location & Name to it and chotise

target as 67XX. We then create new source file fFalm

- New - Source File. We save it in the projects

directory. We can also add C files to the project.

| T | WA A b sl
300 = = =

' 3 o 8

e 309D
e—
Hhp T

Figure.6 Launching CCStudio

Adding Libraries and Support Files : We add
the following files to the project

C6713.cmd — Linker command file, we add from the
support folder.

rts6713.lib — Run time support Library from lib deir
under C6000 folder.

dsk6713 — DSK board support library from lib folder
under C6000 folder.

http: // www.ijesrt.corfC)International Journal of Engineering Sciences & Rearch Technology
[3526-3531]



[Chavathe, 2(12): December, 2013]

csl6713 — Chip support library from lib folder umde
C6000 folder.

Vector_poll.asm or Vector_interrupt.asm — Interragt
required.

Setting the Build Options : Select Build Option
under project menu. Change the Options as givemwbel
in the compiler tab. Change the memory model tafat
rts call to are far as shown in Figure 7. We chatige
option in the linker menu to accommodate the linker
library files as shown in Figure 8.

Bt O (o4 Yana_ 1D pf Abigd

(L Il g o St (11 bt )|

ra— T T S S [T P

R T

Buld Options

Tt s i i e i bt

[res .t

[ = I Carrt Hel

Figure.7 Setting the Build Options
Build Options for Loop_store pit (Debue)
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Figure.8 Changing the option in Linker menu

Cancel Helo

Compiling and Running the Program : Click
Build from Project Menu. If error come the corrélogn
rebuild all from project menu. After compiling auto
exec file will be created under a debug folder.isit
dumped in the board by clicking Load Program fréma t
File Menu. Else press ctrl+L to load the programtlos
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board. Click Debug- Run to Run the program else click
F5 to run. After running Click Halt from Debug Menu
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Figure9 Proposed system model

In proposed system model, the voice command
is given by microphone and this input signal (Speec
Signal) is further proceed for voice recognition D$P.
Frequency to Voltage converter (F to V), Analog-to-
Digital converter (A to D) and Microcontroller adlre
replaced by code implemented in DSP.

After recognising command from speaker, the
home appliances toggle ON or OFF by using relayks. A
English digits from (Zero through Nine) are reccgu
and according to that spoken digit, the appliance
switching either ON or OFF. For example, digit ONB
is allocated to Fan, spoken digit ONE is recogniard
switching Fan ON; if again saying digit ONE, switof
Fan OFF and vice versa. That means by single ditjt

we can switch ON or OFF the appliance.
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